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Abstract. Total Quality Management is the new raising value of all industries.
The more it is revealed that TQM is one of the key success factors for the
companies, the more it is being absorbed by the industries. This study aims to
analyze TQM approaches considering its history and development worldwide
while observing manufacturing industry with machine learning applications in
order to identify the defects in the process before completed which contributes
continuous improvement to the system. Also, different descriptions of quality
according to the customer satisfaction will be examined.
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1 Introduction

In todays’ highly competitive markets, firms have been striving to ensure their pro-
duction process without failure while satisfying customers’ expectations with defect
free product. Profit margins and the product quality are highly fragile elements and
affected by defect ratios in manufacturing due to nonconforming internal failure costs.
Rosyidi, Nugroho, Jauhari, Suhardi, and Hamada [1] state that the organization must
invest in various resources which identify with achieving quality objectives to diminish
the quality costs, so as to accomplish the desired quality improvement. In this paper, a
manufacturing process of a product in detergents sector will be observed while using
Machine Learning (ML) Algorithms to identify the root causes and prevent the system
from possible unwanted cost and loss of time with comparing different computer-
intensive methods that are implemented through R Studio Programme. Logistic
regression, decision tree, and linear discriminant analysis, to name a few.
Improvements in technology, increasing competition environment made people to
create new things. The number of entrepreneurs is highly augmented in recent years.
Everybody is seeking to make new products, implement new processes. On the other
hand, existing organizations should develop their products or service quality to not to
scratch the competition in global market. Like the all products, services and processes;
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the new products or new process ideas are assessed in terms of their qualities. The
feature, performance, reliability and durability are the main factors which form quality.
According to Shewhart and Levitt, quality is defined as conformance to specifications;
quality of conformance relates to the degree to which a product meets certain design
standards [2]. However, quality has not a unique definition. Juran [3, 4] states that
quality is fitness for use, Leffler [5] asserts that quality is product desirable attributes,
Taguchi emphasizes that quality is loss avoidance and Ryall and Kruithof [6] indicate
that quality is meeting customer expectations. All of the products or processes can have
some deficiencies which can be decreased by effective quality management methods.
The main purpose should be to have at least deficiency. Based on the official web site
of the ASQ Quality wordbook, quality management is defined as a system which main
goal is to accomplish customer desires during development in the processes with
minimum cost, its components are quality planning, quality assurance (defect pre-
vention), quality control (which includes product inspection and other elements, such
as competence), and quality improvement [7]. These four parts are very important to
determine errors and minimize it.

This paper begins with introduction part and then continue with literature review
which is explained total quality management and applications in life. In the following
parts, methodology & application in machine learning which will be used in quality to
find deficiencies will be analyzed. The last part which is conclusion part, will give the
results of machine learning to resolve the deficiencies.

2 Literature Review

2.1 Problem Solving Tools in Quality

In this competitive market conditions, quality improvement is an inevitable phase in
manufacturing. According to Tsou and Chen [8], products that has unsatisfactory
quality lead to decrease efficiency, enlarge cost of business operations, and lessen
customer satisfaction. PDSA cycle and Six Sigma’s DMAIC steps are common
methods to identify and understand the current conditions of the system and how to
approach an existing problem in a problem solving.

There are seven quality tools which are particularly Flow Chart, Control Chart,
Check Sheet, Histogram, Pareto Diagram, Cause and Effect Diagram, Scatter Dia-
gram to identify the nonconformance in the process and try to solve the problems in the
quality management. The common goal of those tools is to identify the deficiencies in
the process and improve the system eventually. The techniques and components of total
quality management is used in many areas like Six Sigma, lean management depart-
ments. Thus, the relationship among the customer and company develops which results
to reduce deficiencies in manufacturing process. Ertosun, Zehir and Miiceldilli [9]
assert that the main factor to have competitive advantage is changed from quality to
novelty with changing world conditions. Thanks to novelty which enables to create
new products, enter new markets for companies and permits to modify themselves
rapidly. Moreover, WHY-WHY Diagram technique is a milestone for this case, since it
looks for the root causes of the problem by asking “Why” five times.
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2.2 Machine Learning Approaches

Statistical applications of quality such as Six Sigma that is a part of Statistical Process
Control tries to prevent defects in the products or services by practicing statistical
methods to control the processes. Like Six Sigma, Machine Learning is one of the
arising approaches that use statistical applications. Therefore, Machine Learning is one
of the new computer-based approaches, which can act and learn like humankind, can be
used for finding deficiencies in the process to set an example. It is more accurate than
traditional rules. Sebastiani [10] describes that, thanks to this methodology, interfer-
ences are not required from expert witnesses for the development of distributing an
alternate arrangement of classifications which will be resulted to a significant reserve
funds as far as master labor and accomplishment by human specialists. Moreover,
machine learning applications can be used to determine the deficiencies in the process
not only after the process completed but also it is possible to specify the root cause of
the problems like WHY-WHY Diagram technique. There is a huge advantage of
machine learning is a time saving approach and the computers do the procedure
without faults unlike individuals who have to use analytical thinking to improve the
overall system with minimum defects and maximum quality to ensure total quality
management standards. Abdaziz [11] explains that, all association staff individuals
during the time spent covering clients’ desire through using critical thinking strategies
to improve the nature of every hierarchical item and services are connected by total
quality management. It is used in every area like automotive, manufacturing process
such as detergent, cancer screening, sales analysis. The methods which are used in
machine learning are differentiated according to dataset characteristics. Decision Trees,
Logistic regression, Boosted Trees, Linear Discriminant Analysis etc. are classification
methods which can be used in this case to classify whether a product is defective or
non-defective. Since we have only 2 classes as defective and non-defective whose
values are 1, O respectively. “As Escobar and Morales-Menendez [12] stated, A
learning process (LP) and pattern recognition (PR) strategy for a knowledge-based
(KB) ISCS is presented, aimed at detecting rare quality events from manufacturing
systems.” The defect detection is formulated as a binary classification problem, in
which the 11-regularized logistic regression (LR) is used as the learning algorithm. The
most relevant properties are shown by the product of ideas which is used for fore-
casting model. Data visualization is vital manner for both the owner of the facility and
client to make the data more clear and easy to interpret. Therefore, the machine
learning techniques should not include unnecessary variable that leads to prevent model
to be fit and absence of full comprehension which will cause the inconsequential
properties. Decision trees is also used to promote product and determine errors and
reduce them in total quality management with acceptable visual support. Yussupova,
Kovacs, Boykol and Bogdanoval [13] describe that the fundamental things for the
client which are the most critical item perspectives are distinguished and displayed
from decision trees.

The four level of total quality management which are quality control, quality
assurance, continuous quality improvement, quality award models will be completed
and will reveal deficiencies and causes. By using several Machine Learning models,
quality control will be completed easily and defects will be reduced before production
is completed which improves the production process with a higher yield. However, it

camgozakdag @itu.edu.tr



Total Quality Management Through Defect Detection 511

should be considered as Nakajima [14] stated, in ML-based systems any minor changes
in training dataset, can lead to a major influence on the test results which has to be
considered carefully in order not to end up accusing an important variable as useless.
Therefore, this delicacy might rise a new objection to quality tools. In this study
validation set approach is used to determine the samples precisely, since there is a huge
observation set.

3 Method

3.1 Logistic Regression
Logistic Regression is a type of classification method and can use logistic function
formula simply as follows:

eﬁo +Xﬁ1

P(X) :m (l)

While using maximum likelihood method to fit the non-linear model. Here, the
formula looks for the probability of an observation that comes from that class, not for
the values.

Therefore, the goal of the formula given in the Eq. (2) is to find the maximum value
of the beta that is the regression coefficient.

L(Bo,B1) = [T, ,20) TT,., (1 —p(x)) 2)
R will be doing this procedure behind it.

3.2 Decision Tree

After plotting the tree, we examined the confusion matrix to find out the error rate of
classification with this formula as given in the Eq. (3):

E =1 — argmax,(7tc) (3)

Those variables increase the explanatory power of the model, even though they are
not directly affecting the class determination by the model.

3.3 Linear Discriminant Analysis

LDA is less direct approach in comparison with Logistic Regression Model, however;
in some cases, it can be more reliable. Therefore, it uses the Bayes’ Theorem to assign
the variables to the classes with the formula given in the Eq. (4):

P(Y = kX = x) = — D) (4)

a Elel mifi(x)
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4 Application

4.1 Dataset and Variables

In this study, there are mainly 9 variables. For example, date is represented as date in the
fit model for dataset, on the other hand; experience variable has been shown in the model
as Exp_1, Exp_2 and Exp_3 according to corresponding values in data cleaning process
of the study. The model is fit according to 14 variables as indicated in the Table 1. The
output is Defective referring to defect information of coloring. This variable will be the
target variable in prediction stage. Additionally, Defective is a qualitative response and
could have tried to clarify by those 9 variables as stated below table.

Table 1. Variables and dataset

Variable Type of variable | Explanation of variables in the dataset
in dataset
Date Date Data of measurement
Shift Shift_1, Shift_2, | Measurement shift period
Shift_3
Experience Exp_1, Exp_2, |Experience information of measurement (a metric related
Exp_3 with the measurement, not related with operator)
Percentage of | DyePercentage | Percentage of coloring
dye (%)
Flow rate ‘Flow rate’ Flow rate of coloring
Teflon Teflon Teflon rate of part
Thickness Thickness Thickness rate of coloring
Part Part_a, Part_b, | Which part of product is colored

Part_o

4.2 Logistic Regression

To classify either the product is defective or non-defective we fit a logistic regression
model with glm() function. This fitted model explains the deficiency through the
variables of date, time and shift of the production,

condition of the environment with experience categorical variable, dye percentage,
flow rate of coloring, teflon rate of part, thickness rate of coloring, colored part of the
product.

After fitting binomial logistic regression model, it is examined that thickness
variable has the highest explanatory power of the deficiency. As seen in the Variable
Importance graph below which is created by varlmp() function (Fig. 1).
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Fig. 1. Importance of the variables. Shift 3 and Part_o are not included in the chart because R
found atomic importance in the model.

Although Teflon rate and Dye percentage seem to have a significant effect in the
model, they do not tend to improve accuracy. We cannot say that other variables are
useless, however to detect defection thickness should be examined firstly. With this
machine learning algorithm, the defects are identified after the production which has a
non-conformance cost for the firm (Fig. 2).

dataset$Thickness

4.3 Decision Tree

o
<

0 100 200 300

Fig. 2. Scatter plot of thickness variable

We also plotted this data in a decision tree to examine if another possible solution or
relations occur. But the results are the same as below (Fig. 3):
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Fig. 3. Decision tree of thickness variable

Even though our number of observation is not that high to see the prediction
accuracy of our model we split the dataset into test and training samples with the
proportion of 80:20 and applied our model to the training data. Then, we test the rest to
reveal whether to ensure the model can predict with low error rate which means model
explains the data convincible. The prediction results and the actual states of the defi-

ciencies are shown in the confusion matrixes with their test prediction accuracy rate
(Table 2).

Table 2. Accuracy of alternative models

GLM with all variables: Accuracy : 87,09% Lda with all variables: Accuracy : 95,71%

GLM with Thickness variable: Accuracy : 88,70%

Non-Defective Defective Non-Defective Defective
Non-Defective 42 2 Non-Defective 19 1
Defective 1 17 Defective 2 48

Lda with Thickness variable : Accuracy : 98,57%

Non-Defective Defective - -
Non-Defective Defective
Non-Defecti 43 7
on-elective Non-Defective 21 1
Defecti 0 12
clective Defective 0 48

As seen in the accuracy tables linear discriminant analysis (Ida) outperforms the
other methods. James, Witten, Hastie and Tibshirani [15] stated if the number of
observation is relatively smaller to number of predictors, and the predictors in each
class has Gaussian distribution, linear discriminant analysis offer more reliable model
than logistic regression. Also in lda.fit, model performs more accurate if the p = 1 and
variable is thickness. Below lda.fit graphs are attached to reveal the distribution of
defected (group 1) and non-defected (group 0) products (Fig. 4).
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Fig. 4. Distribution of defected (group 1) and non-defected (group 0) products

5 Conclusion

In conclusion, TQM is related with all the phases of a production starting from plan-
ning to customer satisfaction. Since any failure that is not detected will reduce customer
satisfaction and will bring non-conformance costs, it is crucial to capture failure pos-
sibilities in production processes. Amiri, Noghondarianb and Safaeic [16] explained
that even though implementing such a system may lead to a rise in administrative costs,
total cost of quality can be balanced with lower costs of failure. In order to reduce cost
of failure, machine learning algorithms can be installed to the processes. In our
example, before starting the manufacturing process, if the part of the production which
some preventive action should be taken to control the products’ color thickness. This
will lead less failure at the end of the manufacturing, therefore an increase in the
probability of customer satisfaction.
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